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ABSTRACT

The highly anticipated 5G mmWave technology promises to enable

many uplink-oriented, latency-critical applications (LCAs) such as

Augmented Reality and Connected Autonomous Vehicles. Nonethe-

less, recent measurement studies have largely focused on its down-

link performance. In this work, we perform a systematic study of the

uplink performance of commercial 5G mmWave networks across

3 major US cities and 2 mobile operators. Our study makes three

contributions. (1) It reveals that 5G mmWave uplink performance

is geographically diverse, substantially higher over LTE in terms of

bandwidth and latency, but often erratic and suboptimal, which can

degrade LCA performance. (2) Our analysis of control messages

and PHY-level KPIs shows that the root causes for the suboptimal

performance are fundamental to 5G mmWave and cannot be easily

fixed via simple tuning of network configurations. (3) We identify

various design and deployment optimizations that 5G operators

can explore to bring 5G mmWave performance to the level needed

to ultimately support the LCAs.
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work performance analysis.
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1 INTRODUCTION

The evolution of mobile networks has come a long way. The most

recent generation of cellular networks, 5G, and in particular, 5G

mmWave, promises unprecedented high bandwidth and ultra low

latency and holds the promise to finally support latency-critical

applications (LCAs) such as Augment Reality (AR), Mixed Real-

ity (XR), and Connected Autonomous Vehicles (CAVs) [32]. Such
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applications are latency-critical because their core tasks need to be

completed in real time in order to satisfy their stringent Quality-

of-Experience (QoE) requirements. For example, AR applications

need to perform computationally heavy vision tasks, such as object

detection, pose estimation, and depth estimation, at low latency

and high frame rate (e.g., 30 or 60 FPS). As mobile devices have con-

strained compute capabilities, they are forced to offload such tasks

to powerful edge cloud over the wireless network in real time. Sim-

ilarly, for CAVs, the individual vehicles have to exchange real-time,

high-fidelity sensor data over the wireless network. Such stringent

QoE requirements of LCAs in turn place high uplink bandwidth

demand on the wireless access network.

While 5G deployments are still in the early stage, a number of

measurement studies have been conducted to assess their perfor-

mance and impact on applications [28ś31]. These studies found

that, although today’s mmWave deployments indeed offer Gbps

throughput and lower latency than 4G LTE, their performance is

often suboptimal, coverage is sporadic, the handover process is not

optimized, and applications cannot always take advantage of the

full potential of 5G mmWave. However, these studies have mostly

focused on measuring the 5G downlink performance and the uplink

performance of 5G networks remains largely unknown.

In this work, we aim to fill this gap by answering the question:

How good is 5G network uplink performance? More specifically,

since most LCAs distinguish themselves from legacy apps for their

heavy, bursty uplink data transfer, can current 5G deployments

meet the uplink traffic demand of LCAs, as 5G has provisioned

much higher downlink than uplink bandwidth similarly as all its

predecessors?

To answer this question, in this work, we conduct to our knowl-

edge, the first detailed study of uplink performance over commercial

5G mmWave networks. Through an extensive measurement cam-

paign across 3 US cities (Boston, Chicago, and Indianapolis) and

2 mobile operators (Verizon and AT&T), we shed light on how

diverse the 5G mmWave uplink performance can be in different

cities. Our study covers diverse scenarios like static, walking, and

driving, and compares the 5G mmWave results with those for the

4G LTE network. Our results show that 5G mmWave can achieve

3x gain over LTE in terms of uplink bandwidth and latency for the

baseline scenario, where the user equipment (UE) is facing towards

the base station (BS), but the performance deteriorates to be almost

comparable to or worse than that for 4G LTE for more challenging

scenarios, where the UE faces away from the BS or when the user

is walking or driving. Our close examination of the results at the

millisecond time scale shows that 5G mmWave uplink suffers seri-

ous degradation and high throughput fluctuations due to blockage

and UE mobility.
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Figure 1: 5G mmWave deployment in different cities.

We further uncover the root causes for the throughput degrada-

tion by analyzing network control messages and PHY-level KPIs,

such as MCS and stability of beamforming, by extending MobileIn-

sight [22, 23] to support various 5GmmWave-specific messages (we

open-sourced these enhancements to MobileInsight). Our analysis

shows that the root causes for the low and highly fluctuating 5G

uplink bandwidth are fundamental to 5G mmWave and cannot be

easily fixed via simple tuning of network configurations.

Finally, we discuss how network designers and operators can in-

novate on 5GmmWave designs (which call for architecture/protocol

changes), such as device-centric uplinkmmWave, QoE-drivenmmWave

adaptation, and blockage and mobility mitigation by prediction, and

on operations (which can be readily implemented today) on the UE

and infrastructure, such as uplink carrier-aggregation, application-

aware 5G dual connectivity, and dense cell deployments, to over-

come these limitations.

We are making all our measurement data publicly available [2]

to enable the community to study the feasibility of today’s 5G

mmWave uplink in supporting LCAs such as AR, real-time video

analytics [16], and CAVs.

2 MAIN MEASUREMENT CAMPAIGN

In this section, we describe the results of our main measurement

campaign in Boston.

2.1 Methodology

5GCarriers.Weused Verizon for ourmainmeasurement campaign,

since it is the only operator that provides 5G mmWave service in

Boston. Verizon’s 5GmmWave service works in both 28 and 39 GHz

frequency bands (n261/260). We noticed that the Verizon mmWave

base stations (BSes) are mounted on the walls of high buildings (see

Fig. 1a) in a sparse manner with two adjacent BSes being up to a

few miles apart from each other.

5G UE and Cloud Servers.We used a rooted Google Pixel 5 phone

as the UE. The Pixel 5 supports the 5G mmWave bands n260/261

(39/28 GHz) and 4-CC (4x100 MHz)/1-CC downlink/uplink carrier

aggregation. We used two servers from AWS: a traditional cloud

server and an edge server (AWS Wavelength) [3], to perform the
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Figure 2: Positions and trajectories for static and walking

experiments in Boston.

throughput and latency measurements. Wavelength servers are

located inside Verizon’s network and specially designed for edge

computing to provide shorter latency compared to traditional cloud

servers. We performed some preliminary upload tests to observe

the AWS edge and traditional cloud server performance and found

that in terms of throughput, both servers achieve similar values.

However, the latency for the edge server was almost half of that of

the cloud server.

Hence, in the interest of space, we only show results with the

AWS Wavelength edge server for Boston.

Experiments. We used nuttcp [4] with the default TCP conges-

tion control, CUBIC, to generate backlogged TCP uplink traffic to

measure the uplink throughput, and we used the ICMP-based ping

utility to measure the latency at an interval of 100 ms. To perform a

holistic study of the behavior of 5G mmWave uplink, we considered

three scenarios in our measurements:

• Static: We conducted the static measurements near a university

campus at times with minimal human and vehicle presence. This

ensured that factors like blockage and background data usage

did not affect our measurements. We held the phone at P1, P2,

P3 (Fig. 2), while facing towards and away from the BS, and

measured the uplink throughput and latency for 15 s.

• Walking: We walked towards, away from, and laterally to the BS

in the same locationwherewe conducted the staticmeasurements

(Fig. 2), and took measurements along the way for 40-60 s. In the
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Table 1: 5GmmWave and LTE performance (mean ± standard

deviation) in Boston for various scenarios.

Scenario Throughput (Mbps) RTT (ms)

5G Static, P1, toward 131.8±22.3 14.7±1.1

5G Static, P2, toward 153.0±17.3 14.5±0.7

5G Static, P3, toward 157.7±14.7 14.5±0.6

5G Static, P1, away 72.4±30.1 14.9±1.1

5G Static, P2, away 52.8±21.1 15.1±1.3

5G Static, P3, away 83.6±22.0 14.8±1.0

5G Walking, toward 127.9±21.0 14.9±1.1

5G Walking, away 50.5±26.5 15.1±0.9

5G Walking, lateral 59.5±30.5 19.0±8.8

5G Driving 39.7±21.2 33.0±22.0

LTE, Static 53.4±3.2 47.6±8.4

LTE, Walking 53.5±2.8 44.1±7.5

LTE, Driving 33.1±6.2 34.9±17.0

case of walking towards (away from) the BS, we started at P1

(P3) and stopped at P3 (P1). For lateral motion, we started at P4,

walked for 80 ft until reaching the BS, and continued walking

for another 40 ft until hitting P5. In all cases, we walked at the

typical walking speed (~3 ft/s).

• Driving: We collected uplink throughput traces while driving on

amoderately congested road in downtown Boston. The trajectory

is around 2 miles in length and we drove at a speed of 20 miles per

hour, taking 7-8 minutes to complete it. We did the experiments at

night after 9 PM to avoid heavy road traffic. However, sometimes,

we had to stop at traffic signals for a brief period of time.

We collected 6 traces for each position-direction combination in

the static and walking scenarios, and 8 traces for the driving sce-

nario. To mitigate the impact of temporal network conditions, we

interleaved measurements for different conditions and spread them

across days. In all three scenarios, we also performed the same

measurements over LTE using a separate Pixel 5 phone. Table 1

summarizes the results and Figs. 3, 4, 5, 6 show representative

throughput timelines.

2.2 Performance under Static Scenario

Facing the BS. This is the best-case scenario for 5G mmWave.

We make the following observations. (1) The average 5G mmWave

uplink throughput is about 3x higher than the LTE throughput (Fig. 3)

at all three positions.1 For comparison, we note that the downlink

5G mmWave throughput is more than 10x higher (1.7 - 1.9 Gbps) at

the same locations. In contrast to WiFi mmWave technologies [19],

5G mmWave is highly asymmetric. (2) 5G mmWave offers much

lower and much more stable latency compared to LTE (Table 1).

Facing away from the BS. In this scenario, the mmWave signal

is partially blocked by the user holding the device. We make the

following observations: (1)We notice a drastic drop in 5G throughput

compared to the scenario where the UE faces the BS (Table 1). (2) In

addition to the lower average values, 5G throughput exhibits large

fluctuations over time (Fig. 4). (3) The latency for both technologies

remains similar as in the case of facing towards the BS (Table 1).

1We conjecture that the lower throughput at P1, the position closest to the BS, is due
to poor beamforming capabilities of the UE on the vertical plane.
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Figure 3: 5G mmWave and LTE throughput at 3 positions

while facing the BS.
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Figure 4: 5G mmWave and LTE throughput at 3 positions

while facing away from the BS.
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Figure 5: 5G mmWave and LTE throughput ś walking.

2.3 Performance under Walking Scenario

We study the impact of mobility alone (moving towards the BS) or

in combination with blockage (moving away from the BS and in

the case of lateral motion after the user crosses the point in front

of the BS). We make the following observations: (1) In general, the

average performance of 5G mmWave degrades for all three mobility

patterns, compared to the static case when the user faces the BS

(Table 1). The drop is more pronounced when the user moves away

from or laterally to the BS. (2) The 5GmmWave throughput exhibits

even higher fluctuations compared to the static scenario with the

user facing away from the BS, e.g., in the case of lateral motion the

throughput ranges from 115 Mbps to as low as 0 Mbps (Fig. 5). In

contrast, the LTE throughput is not affected by mobility and retains

a similar value as in the static scenarios. (3) The latency with both

technologies is similar to that of the static scenarios (Table 1), with

a few exceptions in the lateral motion for 5G mmWave, where we

observed a few spikes up to 150 ms.

2.4 Performance under Driving Scenario

We make the following observations: (1) In general, the average

uplink performance degrades and exhibits higher fluctuations for

both 5G mmWave and LTE compared to static and walking scenar-

ios (Table 1 and Fig. 6). We observe noticeable drops in throughput

(often down to less than 10 Mbps) for prolonged periods of time,
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Figure 6: 5G mmWave and LTE throughput ś driving.

even for LTE (Fig. 6). (2) The average latency for 5G mmWave and

LTE are similar while driving (Table 1) with very large fluctuations.

3 DIAGNOSING 5G MMWAVE PERFORMANCE

To diagnose the performance problems of 5G mmWave uplink, we

extended MobileInsight [22] (MI) to collect low-level over-the-air

5G mmWave messages between the UE and the BS, including PHY-

layer channel measurements, scheduling information, mmWave

beam measurements, MAC-layer transport blocks, buffer status

reports, RLC layer segment statistics, and RRC signaling messages.

In the following, we analyze the impact of channel fluctuations

due to blockage and mobility, and the positive/negative impact of

beamforming.

Channel fluctuations.We extracted the uplink modulation and

coding scheme (MCS) [9] from MI, logged at a granularity of 3 ms.

The uplink MCS is calculated by the BS based on runtime chan-

nel quality, and sent to devices through the PHY-layer signaling

channel. Fig. 7 plots the throughput and MCS timelines for differ-

ent scenarios. The throughput and MCS have a strong correlation

across all scenarios. The throughput fluctuations also closely follow

the MCS fluctuations. When the user faces away from the BS or is

walking/driving, the 5G MCS drops to lower indices, and exhibits

high fluctuations. Hence, we can confirm that MCS (hence chan-

nel conditions) is responsible for the poor throughput under 5G

mmWave in blockage and mobility scenarios. In contrast, the LTE

MCS remains stable across all scenarios except during driving.

Beamforming. To observe the impact of beamforming on 5G

mmWave performance, we extracted the beam Synchronization

Signal Block (SSB) index [9], which uniquely identifies each beam,

from MI, logged at a granularity of 20 ms, and analyzed its tempo-

ral dynamics (Fig. 7). The SSB index remains unchanged in static

conditions regardless of the user orientation, which implies that

beamforming is not triggered. In contrast, the SSB index under

mobility varies over time, especially in the walking laterally and

driving cases, indicating that the UE and BS try to re-align their

beams continuously.

To understand the impact of beam re-alignment on throughput,

we calculated the throughput difference before and after (15 ms)

each beamforming event and plot the CDF of the differences (Fig. 7i).

We observe that around 60% of the time, beamforming has a positive

impact on throughput. However, the throughput improvement is

mostly small, possibly due to the overhead of discovering a new

beam. Improvements of more than 25 Mbps are only observed in

5% of the cases. More importantly, the throughput drops in 25ś30%

of the cases, due to three possible reasons: (i) the new beam estab-

lishes communication over a path with higher path loss when the

LOS is blocked, (ii) beamforming is triggered unnecessarily, and

(iii) a suboptimal beam is selected as the signal strength constantly

changes due to mobility during the beamforming process. For ex-

ample, in the łwalking, lateralž scenario (Fig. 7e), the SSB index

oscillates between 43 and 33 in the first 3 s. In the same trace, beam

43 is reused at 38ś40 s. This is unlikely to be optimal, as the UE

is between the BS and P5 at that time (cf. Fig. 2) and has a very

different orientation w.r.t. the BS compared to the first 3 s, when it

is near P4. The throughput drops after beamforming in both cases.

Interestingly, Fig. 7i shows that the beamforming performance

during driving is similar to that of walking. This suggests that the

beamforming implementation is highly optimized in terms of speed.

However, optimizing the beam selection algorithms remains an

open challenge.

Dual connectivity. The UE may fall back from 5G mmWave to

LTE when the 5G mmWave signal is weak, at the discretion of the

BS. In our experiments, this happens occasionally in the laterally

walking scenario (Fig. 7e, e.g., from 47 s to 53 s) and very frequently

in the driving scenario (Fig. 7g, e.g., from 368 s to 396 s and from

448 s to 468 s). These frequent handovers between LTE and 5G

mmWave explain the large latency fluctuations for 5G mmWave

during driving in Table 1.

4 ADDITIONAL MEASUREMENTS

Methodology. We conducted additional 5G mmWave measure-

ments in Chicago and Indianapolis. Unlike in Boston, where Verizon

is the only operational 5G mmWave carrier, in Chicago and Indi-

anapolis, both Verizon and AT&T (operating only in 39 GHz ś n260

band) offer 5G mmWave coverage. However, we found AT&T in

Chicago employs a rate-limiting policy after a session of backlogged

traffic for the next 15-20 minutes, rendering extensive measure-

ments impossible. Hence, we conducted measurements only with

Verizon in Chicago. We also observed that, in contrast to Boston,

the mmWave antennas in Chicago and Indianapolis are mounted on

the top of traffic lights (Figs. 1b, 1c), about 10-20 ft above the ground

in a dense manner, mostly a block away from each other. Our mea-

surement used an AWS Wavelength with Verizon in Chicago and

an AWS cloud server with both carriers in Indianapolis, which has

no AWS Wavelength deployment.

Results. To understand the baseline 5G mmWave uplink perfor-

mance, we conducted throughput measurements 50 ft away from

the 5G mmWave BS with the UE facing it. The average throughput

was 47.21 ± 14.57 Mbps and 43.98 ± 4.83 Mbps in Chicago and Indi-

anapolis, respectively. Compared to Boston (150 Mbps average), the

5G mmWave performs suboptimally in Chicago and Indianapolis

(see Fig. 8a for a representative run in each of the three cities). On

the other hand, AT&T in Indianapolis yields good average uplink

performance (150 ± 50 Mbps) similar to that of Verizon in Boston.

However, the AT&T uplink throughput in Indianapolis varies sig-

nificantly across different runs and sometimes even for the same

run, as shown in Runs 1, 2, 3 in Fig. 8b. In Run 1, the average

throughput is around 230 Mbps, whereas in Run 2, the through-

put is sub-optimal, very close to what we observed for Verizon in

Chicago and Indianapolis. Finally, in Run 3, the AT&T throughput

oscillates from a high value of 250 Mbps to as low as 0 Mbps within

a few seconds. In contrast, the Verizon throughput in Boston is

much more stable over time with only minor fluctuations. Overall,

we observe that the 5G mmWave performance varies substantially

across operators and across cities for the same operator, as operators

employ different resource allocation policies [17].
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(a) 5G mmWave, static, towards. (b) 5G mmWave, static, away. (c) 5G mmWave, walking, towards.

(d) 5G mmWave, walking, away. (e) 5G mmWave, walking, lateral. (f) LTE, walking, lateral.

(g) 5G mmWave, driving. (h) LTE, driving. (i) Impact of beamforming on 5G uplink

mmWave throughput under mobility.

Figure 7: PHY-layer MCS, beam SSB index, MAC-layer throughput and TCP throughput in various scenarios.

0.0 2.5 5.0 7.5 10.0 12.5 15.0
Time (s)

0

50

100

150

200

250

300

350

Th
ro

ug
hp

ut
 (

M
bp

s) Boston
Chicago
Indianapolis

(a) Verizon performance in dif-

ferent cities.

0.0 2.5 5.0 7.5 10.0 12.5 15.0
Time (s)

0

50

100

150

200

250

300

350

Th
ro

ug
hp

ut
 (

M
bp

s) Run 1 Run 2 Run 3

(b) AT&T performance in Indi-

anapolis.

Figure 8: 5G mmWave uplink performance in different cities

with different operators.

5 IMPACT ON LCAs

In this section, we make back-of-the-envelope calculations of the

expected performance of two classes of edge-assisted LCAs śmobile

AR and CAV apps ś over today’s 5G mmWave deployments, based

on the results of our measurement study. For high quality AR that

offloads camera frames to an edge server for object detection at 30

or 60 FPS, the end-to-end (E2E) latency (from the moment a frame

is captured by the phone’s camera to the moment the inference

result comes back from the server) should be kept under 33.3 ms

or 16.7 ms, respectively. Assuming a standard frame size of 450

KB [27], it would take approximately 37 ms to transfer a frame to

an edge server and get back the result in the best case scenario

(static, facing the BS) based on the results in Table 1 (158 Mbps

bandwidth, 14.5 ms RTT). Similarly, in CAV apps, the end-to-end

latency should be kept under 100 ms [25]. Assuming a LiDAR frame

size of 2 MB [36], it would take approximately 112 ms to transfer

a frame to an edge server and get back the result in the same best

case scenario. Additionally, the object detection on the edge server

takes time in the order of tens of ms [26, 36], further increasing the

E2E latency. These numbers suggest that today’s 5G mmWave with

their asymmetric, downlink-centric design and highly fluctuating

performance, is far from enabling such LCAs.

6 NETWORK OPERATOR OPTIMIZATIONS

In this section, we sketch how LCA-awareness could innovate on

5G mmWave designs (which call for architecture/protocol changes)

and operations (which can be readily implemented in 5G today) on

the UE and infrastructure to overcome the above limitations.

6.1 Elevating Uplink mmWave

Emerging LCAs like edge-assisted AR or CAV apps distinguish

themselves with heavy uplink data transfers from the UE or cars to

infrastructure. This new traffic pattern challenges the traditional

wisdom in 5G mmWave, which adopts an asymmetric design be-

tween uplink and downlink that prioritizes downlink traffic delivery.

Hence, an LCA-aware 5G mmWave should explore a paradigm shift

from downlink-centric to uplink-centric designs and operations.

Design opportunity: Device-centric uplink mmWave. 5G is

infrastructure-centric by design;mostmmWave functions are placed

at the centralized BSes, leaving limited control to UEs. For uplink-

centric apps, this designmeans that the BS lacks runtime knowledge

of uplink traffic and user mobility. Moreover, infrastructure-centric

uplink mmWave scheduling incurs heavy signaling overhead, since

the BS heavily relies on the UE-side scheduling requests and buffer

status reports [9] to initiate uplink scheduling.We believe it is worth
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offloading more uplink functions from infrastructure to the UE to

take advantage of device-side traffic and mobility information.

Operation opportunity: Uplink carrier-aggregation. In the

near term, the challenge of accommodating uplink-centric LCAs

in the downlink-centric 5G can be mitigated by accelerating the

5G carrier aggregation (CA) deployment at uplink. 3GPP standards

[35], 5G operators, and phone vendors currently prioritize downlink

CA. For example, the Google Pixel 5 supports 4-CC at downlink,

but only 1-CC at uplink and newer phones, such as the Samsung

Galaxy S21 Ultra 5G phone, support 8-CC at downlink, but only

2-CC at uplink. We urge 5G infrastructure and UEs to accelerate

their support for higher CA at uplink.

6.2 Combating Channel Fluctuations

To stabilize LCA-perceived bandwidth, 5G mmWave should ei-

ther reduce its channel fluctuations, or mask fluctuations from

upper-layer applications. Both call for extensive efforts in mmWave

physical-layer designs and operations.

Design opportunity: QoE-driven mmWave adaptation. Today,

most mmWave functions (e.g., rate adaption [6, 7] and schedul-

ing [8])) are agnostic to upper-layer QoE demands and primarily

driven by the physical-layer channel feedback, which is inherently

fast-varying due to mmWave’s high-frequency nature. Such LCA-

agnostic physical-layer adaptation does not necessarily result in

high QoE in LCAs. To this end, we envision an LCA QoE-driven

adaptation may be more effective. This can be made possible by

device-centric uplink mmWave in §6.1, the maturity of full-stack

reinforcement learning [20], and cross-layer interfaces between

applications and cellular stack (e.g., O-RAN [1]).

Operation opportunity: LCA-aware 5G dual connectivity. 5G

operators can complement fast-varying mmWave with more stable

sub-6 GHz and 4G LTE bands via dual connectivity (DC). With DC,

the device can offload the important frames to 4G LTE or sub-6

GHz bands, and leave other frames to mmWave. In practice, this

approach can be readily deployed cooperatively by (1) activating DC

(by operators); (2) mapping each band to a virtual network interface

in the device OS (by phone vendors, similar to having separate

voice/data interfaces in VoLTE phones [21]); and (3) splitting frames

between different interfaces (by LCAs with domain knowledge).

Moreover, it would be also interesting to explore multi-path TCP

on 5G DC to refine LCA experience [15].

6.3 Combating Blockage and Mobility

To cope with blockage and mobility, it is worth exploring the fol-

lowing opportunities in designs and operations: Design opportu-

nity: Blockage and mobility mitigation by prediction. The UE

can actively sense or predict blockage and changes in its moving

direction using the device’s built-in sensors [18] and runtime sig-

naling messages [22] or by leveraging out-of-band information[33],

ML [11], or camera vision[12]. With this knowledge, the UE can ask

the BS to update beams or schedule more radio resources before

blockage, avoid unnecessary beam changes, and notify LCAs to

invoke early adaptation.

Operation opportunity: Dense cell deployment. To mitigate

blockage- and mobility-incurred throughput fluctuation, 5G opera-

tors can deploy denser mmWave cells, so that a user can always be

served by at least one mmWave cell. Since such deployments can be

costly, it is interesting to study cell deployment strategies to balance

mmWave performance and costs. An alternative, potentially more

affordable approach, is to deploy reconfigurable intelligent surfaces

(RISs), e.g., [10, 13, 14, 24, 34], which can dynamically control the

direction of the incident signal and are considered as one of the key

enablers of the upcoming 6G technology.

6.4 Shortening mmWave Latency

Beyond throughput, latency is also vital for LCA QoE. Although

the 5G mmWave latency is already significantly lower than the LTE

latency, there are opportunities to further reduce LCA-perceived

latency.

Design opportunity: QoE-aware URLLC. 5G promises ultra re-

liable low latency communications (URLLC) as one of its łkillerž

usage scenarios. Current 5GNR standards [5] prioritize small packet

transmissions as their first rollout for URLLC. Some optimizations

in this category, such as piggybacking small data transmission over

signaling channels, cannot ensure low latency for high-volume

LCAs. Generic application-agnostic optimizations in 5G (e.g., traffic

scheduling by priority) are reaching their limit for further latency re-

duction. Hence, it is interesting to explore if QoE-aware 5G URLLC

can enable low-latency mmWave for LCAs.

Operation opportunity: Proactive scheduling. In 5G, the BS

depends on the client-side scheduling request and buffer status

feedback to schedule the uplink radio grants in the next round, thus

incurring additional round trip delay. Instead, the BS can predict

the LCA traffic, and proactively allocate grants before traffic arrives

at the UE-side buffer, thus accelerating the uplink transfer since the

LCA traffic would no longer have to wait for grants in scheduling.

7 CONCLUSION

We conducted an in-depth measurement study of 5G mmWave up-

link performance in 3 major US cities and across 2 mobile operators.

Our findings revealed that the uplink 5G mmWave performance ex-

hibits significant diversity across operators and across cities for the

same operator. While 5G mmWave provides a 3x higher throughput

and 3x lower latency compared to 4G LTE when the UE faces the

BS, these gains are not always enough to support emerging LCAs,

such as high-quality AR or CAV apps. More importantly, its perfor-

mance is often suboptimal with a high level of fluctuations under

challenging scenarios, such as self-blockage or mobility, which can

further degrade the performance of LCAs. Our detailed analysis of

5G specific signalling messages and PHY-level KPIs showed that

that the suboptimal performance cannot be easily fixed via simple

tuning of network configurations. Consequently, we identified a

comprehensive list of design and deployment optimizations that

5G operators can explore to bring 5G mmWave performance to the

level needed to ultimately support the LCAs.
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